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Retrieval Augmented Generation for QA

Introduction

Patrick Lewis et al. “Retrieval-augmented generation for knowledge-intensive nlp tasks”. In: Advances in Neural Information Processing Systems 33 (2020), pp. 9459–9474.



Limitation: Unstructured Documents

Objectives

AKGCLumber Chunker

KG-Retriever KnowledGPT,

GraphRAG

DHR, KGP, Docs2KG,

customer KG-RAG

DPR, RAG



Objective 1: Document Structuring

Objectives

Creating a KG structure that can effectively represent the initial set of unstructured documents in a 

new form, focusing on retaining the textual content while unveiling the more implicit information.



Limitation: Hybrid Retrieval

Objectives



Objective 2: Hybrid Retrieval

Objectives

Designing a retrieval system capable of leveraging this 

enriched structure, and therefore taking full advantage of all 

of the document’s informational dimensions.

Understanding which retrieval methods play a more 

crucial role in identifying the most relevant passages, 

and subsequently design a retrieval approach that 

weights different retrieval methods proportionally to 

their actual importance.

Secondary Research Question
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Experiments

Datasets & KB construction

366.660
4.897 Page

63.051

165.803

• NQ-dev

5223 questions with an annotated answers

▪ 4897 pages for KB construction

▪ NQ-dev-80%

4179 questions for training

▪ NQ-dev-20%

1044 questions for testing

• Synthetic MultiHop dataset

100 multi-hop questions



Experiments

NQ Results MultiHop Results



Experiments

Additional Results

Features Importance in Retrieval

RAG quality

Path Retrieval



Conclusions

Conclusion and Future Developments

Limitations and Future Developments:
• Transfer Learning

• Extraction Sensitivity

• Hyperparameter Finetuning

• Scalability

• Adaptive Retrieval
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